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Context

The alignment of a movie and its script provides insight into the movie making process
and can be used to build annotated data sets useful in many areas, including actor and
action recognition. A common approach, first described by Ronfard and Thuong [1]
consists in separating dialogues from action descriptions, and aligning the dialogues
with the subtitles in the movie [2,3,4]. Cour et al have taken this approach even further
by using the alignments as a starting point for also aligning scene breaks and for naming
actors in the movie [5]. One problem with such approaches is that they break down in
actions scenes with little or no dialogue. In such cases, the alignment needs to be
performed based on visual cues such as object and actor appearances, actor movements
and actions, which are challenging and difficult problems [6].

Objectives

In this master's thesis, we will explore methods used in machine translation [7,8] and
adapt them to the case of movie/script alignment by discovering frequently occurring
visual cues and motion patterns from the video that can be mapped to actor names and
motion verbs in the script [9,10].

The candidate will have to answer the following questions : (1) which elements of the
script and the movie can be matched to each other manually ? (2) which subset of those
matches can be obtained automatically, using state of the art computer vision ? and (3)
assuming that an optimal alignment between the text and the movie is one that
maximizes the number of correct matches, how can such an optimal alignment be
obtained in finite time using dynamic programming techniques ?

For evaluation, scenes from the silent movie "the artist" will be annotated and aligned
with its (English) script, both manually and automatically.

The Master thesis will be supervised by Patrick Perez at Technicolor in Rennes and Remi
Ronfard at INRIA in Grenoble, and is expected to lead to a PHD thesis on the same topic
at Technicolor in 2013-2015.

For this thesis, we are looking for candidates with a strong background in mathematics
and scientific programming (matlab), with an interest in computer vision and
computational linguistics.
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